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Transportation

AI-enabled 
Farms and Factories

Wide-area Camera Analytics Enables Future Applications
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AI for IoT (AIoT) Cameras needs Efficient Compression

Capacity of each 
gateway:
Ø LoRaWAN: < 100kbps 

Ø Sigfox: <  10kbps

Ghena, Branden, et al. "Challenge: Unlicensed LPWANs Are Not Yet the Path to Ubiquitous Connectivity." The 25th Annual International Conference on Mobile Computing and Networking. 2019.

Images needs to be uploaded to Cloud
Ø Computation-heavy

Ø Aggregate from multiple cameras

Ø Cloud storage

Extremely limited network capacity calls 
for extreme image compression!



4

Imbalance in Computation vs. Communication

Ø Good: 5.47kbps
Ø Average: 1.76kbps
Ø Bad: 245 bps
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System Limitations AIoT Device

GAP8 GAP9 K210
Frequency
/MHz

250 400 400

RAM/KB 512 1536 8192 
(2048 for AI)

Hardware Software

ØHigh-level abstraction
ØBasic APIs: 
image.save(img, quality=10)
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Current method vs. Proposed method on AIoT Camera

Current method (JPEG)
Ø Susceptible to loss
Ø Task-agnostic
Ø Content-agnostic
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Current method vs. Proposed method on AIoT Camera

StarFish (DNN-based)
Ø Loss-resilient
Ø Task-aware
Ø Specialize to applications

Current method (JPEG)
Ø Susceptible to loss
Ø Task-agnostic
Ø Content-agnostic
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Workflow of DNN-based Image Compression
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Extreme Resource Limitation on AIoT Devices
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Compression / De-Compression DNN Architecture
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Search for Efficient DNN on AIoT Devices
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Search for Efficient DNN on AIoT Devices

1. Sample 
Search Space

Discard

5. Enumerate 
Search Space

6. Model Compile, 
Evaluation

2. Model Compile, 
Evaluation

Discard

3. Model 
Training

4. Fit Predictor

LSTM

7. Early Stop 
Model Training 
and Prediction

Discard

8. Rank Top-K 
Models

9. Train Top 
Models

LSTM
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Implementation
Ø Four widely used datasets
Ø >500 GPU hours for training and evaluation
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Directly Optimized for Task/Application

*All images for each compression method averages ~2.5kB in size.
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Train DNN for Resiliency

Ø Dropout: originally used to avoid overfitting, 
repurposed to simulate packet loss

Ø Shuffle: spread data loss over the entire image Shuffle
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Compression Efficiency Benchmark

2.5x as efficient 
for SSIM

2.5~3x as efficient for various quality metrics
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StarFish Loss Resiliency

StarFish with heavy loss is better than JPEG for given range
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Large-scale simulation

StarFish leads to much higher throughput by tolerating loss
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Summary of StarFish

Ø Resilient image compression 
framework designed for LPWAN 
that process all the information 
loss in the application layer

Ø First DNN-based compression 
runs efficiently on low-cost AIoT 
devices

Ø Flexible, convenient, and 
universal solution, more 
efficient than basic JPEG, 
especially in lossy scenarios

Thank You!
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Compression Efficiency Benchmark

>2x as efficient 
for MS-SSIM


